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ABSTRACT

In this paper we develope the fundamentals of the generalized symplectic geometry on
the bundle of linear frames LM of an n-dimensional manifold M that follows upon taking
the Rn-valued soldering 1-form θ on LM as a generalized symplectic potential. The devel-
opment is centered around generalizations of the basic structure equation df = −Xf ω

of standard symplectic geometry to LM when the symplectic 2-form ω is replaced by the
closed and non-degenerate Rn-valued 2-form β = dθ = dθiri. The fact that dθ is Rn-valued
necessitates generalizing from R-valued observables to vector-valued observables on LM ,
and there is a corresponding increase in the number of Hamiltonian vector fields assigned to
each observable. We show that the algebras of symmetric and anti-symmetric contravari-
ant tensor fields on the base manifold have natural interpretations in terms of symplectic
geometry on LM . For the analysis we consider in place of each rank p contravariant
tensor field on the base manifold the uniquely related ⊗pRn-valued tensorial function on
LM . For symmetric contravariant tensor fields on M we show that the associated algebra
(ST,⊗s), where ST =

∑∞
p=1 ST

p is the vector space of all ⊗p
sR

n-valued tensorial functions
on LM , becomes a Poisson algebra under a generalized Poisson bracket. In addition the
associated set of locally defined ⊗p−1

s Rn-valued Hamiltonian vector fields X̂f̂ forms a Lie
algebra under a generalized Lie bracket. In the case of anti-symmetric contravariant tensor
fields on M we show that the corresponding vector space AT =

∑∞
p=1AT

p of ⊗p
aRn-valued

functions on LM becomes a Poisson super algebra under a naturally defined bracket. The
associated set of locally defined ⊗p−1

a Rn-valued Hamiltonian vector fields X̂f̂ forms a super
algebra under a generalized super bracket. The naturally defined brackets of the tenso-
rial functions on LM give the Schouten differential concomitants when reinterpreted on
the base manifold. Generalized symplectic geometry on the frame bundle of a manifold
thus unifies and clarifies the many different approaches to the differential concomitants of
Schouten. Two applications of the geometry to physics are presented. First the dynamics
of free inertial observers in spacetime is shown to follow upon taking the metric tensor
as the Hamiltonian for free observers. We then show that the Dirac equation arises in a
natural way as an eigenvalue equation for a naive prequantization operator assigned to the
spacetime metric tensor Hamiltonian.

ii



1. Introduction

The methods introduced by W.R. Hamilton more than a century and a half ago have
since been used fundamentally in physics in the development of classical and quantum
mechanics and the classical and quantum theory of fields. During the last three decades
Hamilton’s methods have been given a beautiful, invariant and geometrical formulation in
the theory of symplectic geometry, the fundamentals of which can be found in the works
of Sternberg [1], Hermann [2], Arnol’d [3], Abraham and Marsden [4], and Guillemin and
Sternberg [5].

Since its inception symplectic geometry has served to motivate a number of new de-
velopments. In particular the formulation of Hamiltonian dynamics in terms of symplectic
geometry is the starting point for the theory of geometric quantization due to Kostant [6]
and Souriau [7]. Generalizations of symplectic geometry have led to the study of canoni-
cal manifolds [8], Poisson manifolds [9,10,11], and to the idea of Poisson algebras [11,12].
A recent account of the applications of symplectic techniques in a wide variety of phys-
ical problems, including Yang–Mills theory, can be found in the book by Guillemin and
Sternberg [13].

This paper introduces, and develops aspects of, a generalized symplectic geometry on
the bundle of linear frames of a manifold. Mathematical motivation for this generalization
may be provided in the following way. The canonical model of a symplectic manifold is
the pair (T ∗M,dθ̃), where T ∗M is the cotangent bundle of an n-dimensional differentiable
manifold M , and θ̃ is the canonical 1-form on T ∗M that plays the role of a globally
defined symplectic potential. The point to be emphasized here is that one obtains θ̃ “for
free” from the differential structure of T ∗M .

Now consider T ∗M as the fiber bundle LM ×GL(n) (Rn)∗ associated to the bundle of
linear frames LM of M and the standard action of GL(n) ≡ GL(n,R) on (Rn)∗. From
this point of view it is clear that T ∗M inherits its differential structure from LM . This
being the case one is led to ask if the canonical symplectic structure on T ∗M has its roots
in a more general structure on LM . The natural candidate for a symplectic potential on
LM is the Rn-valued soldering 1-form θ on LM which also comes “for free” from the
differential structure of LM . Here we note that the exact 2-form dθ is non-degenerate in
the sense that

X dθ = 0 ⇔ X = 0

for X a vector field on LM . Moreover, if dim(M)=n then the dimension of the frame
bundle LM is the even number n(n+1). Thus we would have the necessary ingredients
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for a symplectic manifold if it were not for the fact that dθ is Rn-valued. Nonetheless we

make the following

DEFINITION: The Rn-valued two form dθ on LM is a generalized symplectic struc-

ture. The pair (LM, dθ) will be referred to as a generalized symplectic manifold.

The geometry that one can build up from this definition is more general and at the

same time more special than standard symplectic geometry. It is more general in the sense

that the R-valued observables on T ∗M are replaced by vector-valued functions on LM ,

together with an increase in the number of associated Hamiltonian vector fields. On the

other hand the geometry is more special in the sense that while in principle an arbitrary

R-valued function on T ∗M is an allowable observable, not all vector-valued functions on

LM are compatible with the geometry. Both of these features will be seen to be due to the

fact that the general linear group GL(n) acts on the manifold LM , and that the soldering

1-form θ transforms tensorially under this action. Consequently the set of all allowable

observables contains the vector-valued tensorial functions on LM that correspond uniquely

to tensor fields on M . Although more general observables may be compatible with the

geometry, in this paper we will restrict attention to the geometry associated with vector-

valued observables related to the standard actions of GL(n) on Rn and Rn∗.

Physical motivation for this generalized geometry comes from the observation that

the bundle of linear frames LM is the bundle that is fundamentally related to spacetime

observations. This fact coupled with the inescapable interaction of observer and object

that is a basic feature of quantum mechanics supports the idea that symplectic geometry

on LM may be useful in quantum theory. In fact we show in Section 8 that the Dirac equa-

tion arises in a natural way as the eigenvalue equation for a generalized pre-quantization

operator assigned to the spacetime metric tensor Hamiltonian on LM . This new result

lends strong support to this study of generalized symplectic geometry.

In the first few sections of this paper we develop the fundamentals of this symplectic

geometry on LM . After providing a motivational algorithm for the fundamental structure

equation in Section 2, we show in Section 3 that symmetric contravariant tensor fields on

the base manifold M give rise to a Poisson algebra on LM . We show that the Poisson

bracket of two tensorial functions f̂ and ĝ on LM , corresponding to tensor fields ~f and ~g

on M , is the tensorial function corresponding to the differential concomitant of ~f and ~g

discovered by Schouten and Nijenhuis [14,15]. The corresponding sets of locally defined

vector-valued Hamiltonian vector fields define Lie algebras on LM .
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Extending the analysis to anti-symmetric contravariant tensor fields on M we show in
Section 4 that such fields on M give rise to a Poisson super-algebra on LM . The super
algebra bracket again reproduces the differential concomitants of Schouten and Nijenhuis
[14,15] for two anti-symmetric contravariant tensor fields. The corresponding sets of locally
defined vector-valued Hamiltonian vector fields define super algebras on LM .

In Section 5 we use a result from Section 2, that the natural lift of a vector field on M
to LM is a rank p = 1 Hamiltonian vector field on LM , to give an extension of the definition
to contravariant rank > 1 tensor fields. We also show in Section 5 how the Poisson bracket
introduced in Sections 2 and 3 leads to a natural definition of Killing tensors associated
with a given Riemannian metric tensor field. In Section 6 we define locally Hamiltonian

vector fields in the context of generalized symplectic geometry and study the associated
integrability conditions. We show that the most general ⊗p

sR
n-valued functions on LM

that are compatible with the geometry are generalized polynomial observables, that is
⊗p

sR
n-valued polynomials in the generalized momentum coordinates πi

j with coefficients
in the set of R-valued functions on the base space M . The analogous result in the anti-
symmetric case is obtained by replacing “polynomial in πi

j” with “exterior products of the
πi

j”.

In Sections 7 and 8 we provide two applications of the geometry to physics. The
equations of motion of free inertial observers are derived in Section 7, while in Section
8 we derive the Dirac equation from a generalized geometric pre-quantization argument.
Finally in Section 9 we present a summary and conclusions.

It is convenient to introduce here a portion of the notation that will be needed in the
remainder of the paper. Let U be an open subset of M with n=dim(M). Set Û = π−1(U)
where π : LM → M is the projection map. All actions of GL(n) ≡ GL(n,R) on the
spaces ⊗pRn , p = 1, 2, . . ., indicated below by a central dot “ · ”, are the standard
tensorial actions. We use the abbreviated notation ⊗p

s Rn for the p-fold symmetric tensor
product Rn ⊗s Rn ⊗s · · · ⊗s Rn, and ⊗p

a Rn for the p-fold anti-symmetric tensor product
Rn ⊗a Rn ⊗a · · · ⊗a Rn.

• ST p = {f̂ : LM → ⊗p
s Rn | f̂(u · g) = g−1 · f̂(u) ∀g ∈ GL(n)} is the vector space of

symmetric ⊗p
s Rn-valued tensorial functions on LM. An element of ST p corresponds

to a unique rank p symmetric contravariant tensor field on M .

• AT p = {f̂ : LM → ⊗p
a Rn | f̂(u · g) = g−1 · f̂(u) ∀g ∈ GL(n)} is the vector

space of anti-symmetric ⊗p
a Rn-valued tensorial functions on LM. An element of AT p

corresponds to a unique rank p anti-symmetric contravariant tensor field on M .
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• ST =
∑∞

p=1 ST
p

• AT =
∑∞

p=1AT
p

• X (N) denotes the vector space of smooth vector fields on a differentiable manifold N .

• SX p ≡ SX p(N) denotes the vector space of smooth symmetric contravariant tensor

fields on N of rank p.

• AX p ≡ AX p(N) denotes the vector space of smooth anti-symmetric contravariant

tensor fields on N of rank p.

• SX =
∑∞

p=1 SX p

• AX =
∑∞

p=1AX p

2. Generalized Symplectic Geometry

Let M be an n-dimensional manifold and LM the principal fiber bundle of linear

frames of M . The dimension of LM is the even number n(n + 1). A point u ∈ LM will

be denoted by the pair (p, ei) where p ∈ M and (ei) ≡ (e1, e2, . . . , en) denotes a linear

frame at p. The projection map π : LM → M is defined by π(p, ei) = p. The structure

group of LM is the general linear group GL(n), which acts freely on the right of LM by

Rg(p, ei) ≡ (p, ei) · g = (p, ejg
j
i ) for g = (gi

j) ∈ GL(n). In this definition and throughout

this paper the summation convention on repeated indices is employed.

Local coordinates on LM may be defined as follows. If (U, xi) is a chart on M , then

define local coordinates (xi, πj
k) : π−1(U) → Rn ×Rn2

by

xi(p, ej) = xi(p) ,

πj
k(p, ei) = ej(

∂

∂xk
) .

(2.1)

In this definition (ej) , j = 1, 2, . . . , n denotes the coframe dual to the linear frame (ej).

Moreover we follow the standard practice of using xi to denote coordinates on both U ⊂M

and π−1(U) ⊂ LM .

The structure of LM is special in the sense that it supports a globally defined Rn-

valued 1-form, the soldering 1-form θ = θiri. Here r1, r2, . . . , rn denotes the standard
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basis of Rn. For each point u ∈ LM let u also denote the linear map u : Rn → Tπ(u)M

defined by [16]

u(ξiri) ≡ (p, ej)(ξiri)
def
= ξiei , (2.2)

with inverse

u−1(X) ≡ (p, ei)−1(X) = ei(X)ri , X ∈ TpM . (2.3)

Then the soldering 1-form θ may be defined by

θ(Y )
def
= u−1(dπY ) , ∀ Y ∈ TuLM . (2.4)

In local coordinates (xi, πj
k) the soldering 1 form has the local expression

θiri = (πi
jdx

j)ri . (2.5)

One may compare this form to the expression θ̃ = πjdx
j for the canonical 1-form on T ∗M

in canonical coordinates.

The basic properties of θ that follow from its definition are

(a) θ(Y ) = 0 ⇔ dπ(Y ) = 0 ,

(b) R∗
gθ = g−1 · θ ≡ (g−1)i

jθ
jri .

(2.6)

The 1-form θ is the basic element needed to define the torsion Θ of a linear connection.

If ω denotes the gl(n)-valued 1-form of a linear connection on LM , then the torsion of ω

may be defined by [16]
Θ = dθ + ω ∧ θ

= (dθi + ωi
j ∧ θj)ri .

(2.7)

In particular, if a linear connection ω is torsion-free then

dθi = −ωi
j ∧ θj . (2.8)

By the Frobenius theorem the n-dimensional co-distribution spanned globally by the 1-

forms θi is integrable, and the integral submanifolds of the codistribution are clearly the

fibers of LM .

Consider now the exact Rn-valued 2-form β
def
= dθ. By (2.5) it has the local coordinate

expression

β = βiri = (dπi
j ∧ dxj)ri . (2.9)
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Using this last equation (or equation (2.8)) it is easy to show that β is non-degenerate

in the sense that
X β = 0 ⇔ X = 0 . (2.10)

In standard symplectic geometry on T ∗M one uses the canonical 1-form θ̃ to assign a
unique Hamiltonian vector field Xf to each observable f : T ∗M → R via the equation

df = −Xf dθ̃ . (2.11)

If we attempt to transcribe this equation to LM using the soldering 1-form we have

df = −Xf dθiri ,

and it is clear that this expression makes no sense for f a R-valued function andXf a vector
field on LM . However, if we replace f with an Rn-valued function f̂ = f̂ iri : LM → Rn,
then the equation

df̂ = −Xf̂ dθiri (2.12)

defines a unique vector field Xf̂ given f̂ . In order to facilitate the derivation of other gener-
alizations of equation (2.11) to LM it is convenient to introduce the following geometrical
derivation of equation (2.12).

Consider the problem of finding a torsion–free linear connection ω on LM with respect
to which a given vector field ~f on the base manifold M is covariant constant. Let f̂ = f̂ iri

denote the unique Rn-valued tensorial 0-form on LM determined by ~f , defined invariantly
by f̂(u) = u−1(~f(π(u))). The covariant derivative of ~f on M is uniquely determined [16]
by the exterior covariant derivative Df̂ = (df̂ i + ωi

j · f̂ j)ri of f̂ on LM . Let (Bi) , i =
1, 2, . . . , n denote the standard horizontal vector fields on LM determined by ω. Then
these vector fields satisfy

ω(Bi) = 0 ,

θi(Bj) = δi
j ,

(2.13)

for i, j = 1, 2, . . . , n.
From equations (2.8) and (2.13) we find for a torsion-free linear connection the rela-

tionship
ωi

j = Bj βi . (2.14)

If this expression for ωi
j is substituted into the formula for the exterior covariant derivative

of f̂ then the Rn components of Df̂ may be expressed as

Df̂ i = df̂ i + (Bj f̂
j) βi . (2.15)
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Defining Xf̂

def
= Bj f̂

j and assuming Df̂ = 0 we obtain the equation

df̂ i = −Xf̂ βi . (2.16)

Given the functions f̂ i the vector field Xf̂ is uniquely determined by equation (2.16) since
β = βiri is non degenerate. Thus solutions to the original problem can be sought by
first solving equation (2.16) for Xf̂ and by then solving Xf̂ = Bif̂

i for the vector fields
(Bi), which would certainly not be unique. If the vector fields (Bi) can be made to satisfy
certain additional conditions then they would define a linear connection with the required
property.

The purpose of this example in not to discuss the existence or uniqueness of such a
linear connection, but rather to bring to light equation (2.16). If we now disregard the
method of derivation of equation (2.16) and the definition of Xf̂ , then it is clear that
β = βiri plays the role of a generalized symplectic structure on LM . We may think
of Xf̂ as the generalized Hamiltonian vector field determined by the Rn-valued tensorial
function f̂ , and we may consider the flow of Xf̂ as generating local one-parameter families
of generalized canonical transformations. These transformations are canonical in the sense
that LXf̂

(β) = 0, which follows in the standard way from equation (2.16) and the general
formula LXΨ = X dΨ + d(X Ψ).

When the functions f̂ i are determined as above from a vector field ~f on M , then the
Hamiltonian vector field Xf̂ determined from equation (2.16) will be shown below to be
the natural lift of ~f to LM . This point is important because, since the natural lift is
independent of any connection on LM , it shows the basic independence of equation (2.16)
from ideas of covariant differentiation based on linear connections. Explicitly, let ~f be
given in local coordinates on M by

~f = f i ∂

∂xi
(2.17)

so that the corresponding function f̂ on LM is given by

f̂ = f̂ iri = ((f j ◦ π)πi
j)ri . (2.18)

Note that under right translation on LM the functions f̂ i transform according to the
rule f̂ i(u · g) = (g−1)i

j f̂
j(u) for u ∈ LM and g = (gi

j) ∈ GL(n). This is the tensorial
transformation law [16] for Rn-valued functions on LM .

Solving equation (2.16) locally for Xf̂ with f̂ as in (2.18) yields

Xf̂ = (f i ◦ π)
∂

∂xi
− (

∂(f i ◦ π)
∂xj

πk
i )

∂

∂πk
j

. (2.19)
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Using this result it is easy to show that Xf̂ has the following three properties:

(1) dRa(Xf̂ ) = Xf̂ for every a ∈ GL(n) ,

(2) LXf̂
(θ) = 0 ,

(3) dπ(Xf̂ ) = ~f .

(2.20)

Properties (1) and (3) follow from (2.19), while property (2) follows from equation (2.16).

These three properties uniquely characterize [16] the natural lift of a vector field on M

to LM . It follows that the canonical transformations generated by the flow of Xf on LM

represent the natural lift to LM of the local diffeomorphisms of M generated by the flow

of ~f . We have the result that the natural dynamics of vector fields on a manifold M is

Hamiltonian dynamics with respect to the symplectic structure dθ on LM . We formalize

these results in the following

Theorem 2.1: Let f̂ : LM → Rn be the tensorial 0-form on LM determined by a vector

field ~f on M . Then the Hamiltonian vector field Xf̂ determined by

df̂ = −Xf̂ β

is the natural lift of ~f to LM .

Modifications of standard symplectic geometry begin to appear when equation (2.16)

is examined more closely. The first thing to notice is that while there are no restrictions

placed on the R-valued functions f on T ∗M by equation (2.11), not every Rn-valued

function on LM is compatible with equation (2.16). Let:

• HF1 ≡ HF1(LM,Rn) denote the set of Rn-valued functions on LM that satisfy equa-

tion (2.16) for some vector field Xf̂ ,

• HV1 denote the set of Hamiltonian vector fields determined by HF1 and equation

(2.16),

• T1 ≡T1(LM,Rn) denote the set of Rn-valued tensorial 0-forms on LM relative to the

standard action of GL(n) on Rn.

• LHF1 ≡ HF1(π−1(U),Rn), U an open subset of M , denotes the set of locally defined

Rn-valued functions on LM that satisfy equation (2.16) for some vector field Xf̂ on

π−1(U).
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An analysis of equation (2.16) (see Section 6 ) shows that the locally defined set of
Rn-valued functions LHF1 consists of functions of the form

f̂ = f̂ iri

= {(f i ◦ π)πj
i + ξj ◦ π}rj ,

(2.21)

where f i and ξi are functions defined on U ⊂M . Thus, upon comparing (2.21) with (2.18)
we have

LHF1 = T1(π−1(U),Rn) + C∞(U,Rn) . (2.22)

The Hamiltonian vector field Xf̂ determined locally by such an element of LHF1 has
the local expression

Xf̂ = (f i ◦ π)
∂

∂xi
− (

∂(f i ◦ π)
∂xk

πj
i +

∂(ξj ◦ π)
∂xk

)
∂

∂πj
k

. (2.23)

It is straight forward to show that HF1 is a Lie algebra under the bracket defined
by

{f̂ , ĝ}def
=Xf̂ (ĝ) . (2.24)

Moreover, by direct calculation one may show that HV1 is a Lie algebra under Lie
bracket, and that [Xf̂ , Xĝ] = X{f̂ ,ĝ}.

The explicit local expression for the Poisson bracket of f̂ = {(f i ◦π)πj
i + ξj ◦π}rj and

ĝ = {(gi ◦ π)πj
i + ηj ◦ π}rj is

{f̂ , ĝ} = {f i ∂g
k

∂xi
− gi ∂f

k

∂xi
}πj

krj + {f i ∂η
j

∂xi
− gi ∂ξ

j

∂xi
}rj . (2.25)

Therefore the sum in (2.22) is a semi-direct sum.
The center of LHF1 consists of the constant functions π−1(U) → Rn, so that as Lie

algebras
LHV1 ' LHF1/Rn .

LHF1 can thus be regarded as a central extension of LHV1, in general agreement with
the standard theory on T ∗M .
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3. The Poisson Algebra ST on LM

As shown above the Lie bracket of vector fields on M is equivalent to the Lie bracket

of tensorial Rn-valued functions on LM defined in equation (2.24). Now the Lie bracket

of vector fields is a derivation on the space of vector fields, and it is well-known to have

an extension to derivations of arbitrary tensor fields. However, the Lie derivative L~f (T )

of a rank p > 1 contravariant tensor field T with respect to a vector field ~f is not a Lie

bracket, and hence L~f (T ) would not seem to have any relationship to a Poisson bracket.

However we will show that there is a relationship for certain classes of irreducible tensors.

A symmetric rank p contravariant tensor field ~g ∈ SX p has the local coordinate

expression

~g = gi1...ip∂ii
⊗ · · · ⊗ ∂ip

, gi1...ip = g(i1...ip) . (3.1)

In this equation and in the following “round” brackets on indices denotes symmetrization.

The corresponding function ĝ ∈ STp is given in local coordinates (xi, πj
k) by

ĝ = ĝi1...ipri1 · · · rip

= (gj1...jp ◦ π)πi1
j1
· · ·πip

jp
ri1 ⊗ · · · ⊗ rip .

(3.2)

Now consider f̂ ∈ ST1 and ĝ ∈ ST2. Let Xf̂ denote the Hamiltonian vector field

associated with f̂ . By analogy with equation (2.24) one is led to try the definition

{f̂ , ĝ}def
=Xf̂ (ĝ) = Xf̂ (ĝij)ri ⊗ rj (3.3)

for the Poisson bracket of f̂ with ĝ. It is straight forward to check using (2.19) that

the term Xf̂ (ĝ) on the right hand side of this definition is in fact the element of ST2

corresponding to the Lie derivative of the associated tensor field ~g on M with respect to

the vector field ~f . This is the LM form of the extension of the Lie derivative mentioned

above. The problem of course with the definition (3.3) is how to make sense of

{ĝ, f̂} = −{f̂ , ĝ} (3.4)

so that we actually have a Poisson bracket.

So far we have only associated Hamiltonian vector fields with elements of ST1. To

give meaning to the left hand side of equation (3.4) we need to associate Hamiltonian

vector fields with all elements of ST. A method for doing this can be found by considering

again the derivation of equation (2.16), which we illustrate for an element ĝ ∈ ST2. The
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derivation starts with the problem of finding a torsion-free linear connection that leaves ĝ
covariant constant. The generalization of equation (2.16) for this problem is

dĝ = (dĝij)ri ⊗ rj

= (−Xj
ĝ βi −Xi

ĝ βj)ri ⊗ rj ,

or simply
dĝij = −2X(i

ĝ βj) . (3.5)

Thus a symmetric Rn⊗Rn-valued tensorial function on LM has associated with it a set of

Hamiltonian vector fields Xi
ĝ, i = 1, 2, . . . , n rather than a single Hamiltonian vector

field. Taken together these vector fields Xi
ĝ define the Rn-valued vector field X̂ĝ = Xi

ĝ⊗ri.
Now although β is nondegenerate in the sense of equation (2.10), because of the

symmetrization in equation (3.5) X̂g is not uniquely determined by ĝ and equation (3.5).
However, the non-uniqueness is easily characterized, at least locally. In particular, an
element ĝ ∈ ST2 determines n vector fields Xi

g via equation (3.5) up to addition of vector
fields Y i on LM satisfying the kernel equation

Y (i βj) = 0 .

More generally, an element ĝ ∈ STp as in (3.2) above determines NS(p) =
(
n+ p− 2
p− 1

)
vector fields Xi1...ip−1

g via the generalized symplectic structure equation

dĝi1...ip = −p!X(i1...ip−1
ĝ βip) (3.6)

up to addition of vector fields Y i1...ip−1 satisfying the kernel equation

Y (i1...ip−1 βip) = 0 . (3.7)

The non-uniqueness can be characterized locally as follows. For ĝ as in (3.2) the
associated Hamiltonian vector fields Xi1...ip−1

ĝ determined by equation (3.6) have the local
coordinate expressions

X
i1...ip−1
ĝ =

1
(p− 1)!

(gj1...jp1k ◦ π)πi1
j1
· · ·πip−1

jp−1

∂

∂xk

− 1
p!
{ ∂

∂xl
(gj1...jp ◦ π)πi1

j1
· · ·πip−1

jp−1
πk

jp
+ T

i1...ip−1k
l } ∂

∂πk
l

.

(3.8)

The non-uniqueness is contained completely in the vertical component

Y i1...ip−1 = T
i1...ip−1k
j

∂

∂πk
j

, (3.9)
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where the coefficients T i1...ip−1k
j must satisfy

T
(i1...ip−1k)
j = 0 (3.10)

but are otherwise arbitrary.

There are special cases (see, for example, Section 7) in which the non-uniqueness can

be removed globally by placing additional invariantly defined conditions on the vector fields

X
i1...ip−1
ĝ in addition to equation (3.6). Here, however, we will resolve the non-uniqueness

by working locally as follows.

We assign to ĝ ∈ ST p the NS(p) Hamiltonian vector fields Xi1...ip−1
ĝ determined by

equation (3.6) and the conditions

dπk
j

(
X

i1...ip−1
ĝ

)
= dπ

(k
j

(
X

i1...ip−1)
ĝ

)
. (3.11)

This condition is clearly a local condition and accordingly for the moment we restrict

attention to objects defined locally on π−1(U) ⊂ LM , where U ⊂M is the domain of the

chart (xi). Since the undetermined elements of Xi1...ip−1
ĝ given in (3.8) satisfy (3.10), the

auxiliary conditions (3.11) now provides uniqueness locally, with

X
i1...ip−1
ĝ =

1
(p− 1)!

(gj1...jp1k ◦ π)πi1
j1
· · ·πip−1

jp−1

∂

∂xk

− 1
p!

∂

∂xl
(gj1...jp ◦ π)πi1

j1
· · ·πip−1

jp−1
πk

jp

∂

∂πk
l

.

(3.12)

Returning now to equation (3.3) we see that

{f̂ , ĝ}ij = Xf̂ (ĝij)

= dĝij(Xf̂ )

= −4β(i(Xj)
ĝ , Xf̂ )

= +4β(i(Xf̂ , X
j)
ĝ )

= −2df̂ (i(Xj)
ĝ )

= −2X(i
ĝ (f̂ j)) .

(3.13)

Thus the definition

{ĝ, f̂}def
= 2!X(i

ĝ (f̂ j))ri ⊗ rj (3.14)

has the right properties to make sense of equation (3.4).
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More generally, let f̂ ∈ STp and ĝ ∈ STq, and denote their corresponding Hamiltonian
vector fields, determined uniquely but locally by equations (3.6) and (3.11), by Xi1...ip−1

f̂

and Xi1...iq−1
ĝ , respectively. Then one may show that the two definitions

{f̂ , ĝ}def
= p!X(i1...ip−1

f̂
(ĝip...ip+q−1))ri1 ⊗ · · · ⊗ rip+q−1 (3.15)

and
{ĝ, f̂}def

= q!X(i1...iq−1
ĝ (f̂ iq...iq+p−1))ri1 ⊗ · · · ⊗ rip+q−1 (3.16)

are related by
{ĝ, f̂} = −{f̂ , ĝ} .

The fact that if f̂ ∈ STp and ĝ ∈ STq, then {f̂ , ĝ} ∈ STp+q−1 follows from the
following arguement. Writing out the explicit formula for {f̂ , ĝ} using (3.2), (3.12) and
(3.15) we obtain

{f̂ , ĝ}ii...ip+q−1 =

 pfk(j2...jp∂kg
la2...aq)

−qgk(a2...aq∂kf
lj2...jp)

π
(i1
l πi2

j2
· · ·πip

jp
πip+1

a2
. . . πip+q−1)

aq
. (3.17)

The right hand side of this equation is the ⊗p+q−1
s Rn-valued function on LM corresponding

to the differential concomitant, due to Schouten and Nijenhuis [14,15], of the tensor
fields ~f and ~g on M . It is easy to show that ∂k on the right hand side of (3.17) can be
replaced by ∇k for an arbitrary symmetric linear connection, and hence the right hand
side of (3.17) is independent of coordinates. Thus {f̂ , ĝ} is an element of ST p+q−1.

This is a rather remarkable result. It shows that although the vector-valued vector
fields Xf̂ given in (3.12) depend explicitly on the choice of coordinate chart, the bracket
{f̂ , ĝ} calculated explicitly in terms of Xf̂ itself does not depend on the choice of coordi-
nates. We can see why this is true by noting that

{f̂ , ĝ}i1...ip+q−1 = p!X(i1...ip−1

f̂
(gip...ip+q−1))

= −p!q!dθ(i1(Xi2...iq

ĝ , X
iq+1...ip+q−1)

f̂
) .

It is clear from this last equation and (3.10) that the undetermined components T i1...ip−1k
j

do not contribute to the bracket {f̂ , ĝ}.
For f̂ ∈ STp we get from (3.6) and (3.11) a unique set of locally defined Hamiltonian

vector fields Xi1...ip−1

f̂
. We introduce multi-index notation I = (i1 . . . ip−1) and view the

set of vector fields Xi1...ip−1

f̂
as the ⊗p−1

s Rn-valued vector field X̂f̂ defined by

X̂f̂ = XI
f̂
⊗ rI ,

rI = ri1 ⊗s ri2 ⊗s · · · ⊗s rip−1 .
(3.18)

13



For two arbitrary vector fields X̂ = XI⊗rI and Ŷ = Y J ⊗rJ with values in ⊗p−1
s Rn

and ⊗q−1
s Rn, respectively, we define a bracket by

[X̂, Ŷ ] = [XI , Y J ]⊗ rI ⊗s rJ . (3.19)

The bracket on the right hand side of this last equation is the ordinary Lie bracket of

vector fields. One shows directly that the bracket defined in (3.19) has all the properties

of a Lie bracket. Thus the infinite dimensional vector space

SX̂ (LM) =
∞∑

p=1

SX̂ p(LM) ,

where SX̂ p(LM) denotes the vector space of ⊗p−1
s Rn-valued vector fields on LM , is a Lie

algebra under the bracket defined in (3.19).

We introduce the notation

• LSHVp= the set of all ⊗p−1
s Rn-valued Hamiltonian vector fields X̂f̂ determined locally

by elements f̂ ∈ ST p by equations (3.6) and (3.11),

• LSHV=
∑∞

p=1 LSHVp

Lemma: Let XJ
ĝ be the Hamiltonian vector field determined locally by ĝ ∈ ST q where J

denotes the multi-index J = i1i2 . . . iq−1. Then

L
X

(J

ĝ

βi) = 0

where the notation (J and i) indicates symmetrization over the indices.

Proof: Using the identity LXω = X dω + d(X ω) we obtain

L
X

(J
g
βi) = X(J

g dβi) + d(X(J
g βi)) .

The first term on the right hand side vanishes since βi = dθi, and the second term vanishes

because by (3.8) X(J
g βi) = (−1/q!)d(ĝJi).

The next two theorems will establish that the space ST of symmetric tensorial 0-forms,

and the local spaces LSHV of the corresponding locally defined Hamiltonian vector fields,

are Lie algebras under multiplications defined by the Poisson bracket (3.15) and Lie bracket

(3.19), respectively.

14



Theorem 3.1: Let f̂ ∈ ST p and g ∈ ST q, and denote the corresponding locally Hamilto-
nian vector fields by X̂f̂ and X̂ĝ. Then

[X̂f̂ , X̂ĝ] =
(p+ q − 1)!

p!q!
X̂{f̂ ,ĝ} .

Proof:

Using the identity LX(Y β) = X (LY β) + [X,Y ] β we have

[X(I

f̂
, XJ

ĝ ] βi) = L
X

(I

f̂

(XJ
ĝ βi) −X

(I

f̂
(LXJ

ĝ
βi)

with symmetrization over the indices I, J, i. The second term on the right hand side of
this equation vanishes by the lemma. Using the identity LXω = X dω + d(X ω) the
equation now reduces to

[X(I

f̂
, XJ

ĝ ] βi) = X
(I

f̂
d(XJ

ĝ βi)) + d(X(I

f̂
XJ

ĝ βi))

= d(X(I

f̂
XJ

ĝ βi))

where the second line follows from the lemma. If we now use equation (3.6) and the
definition (3.15) we obtain

[X(I

f̂
, XJ

ĝ ] βi) = d(X(I

f̂
XJ

ĝ βi))

= d(X(I

f̂
(
−1
q!
dĝJi)))

=
−1
q!
d(X(I

f̂
(ĝJi)))

= −d( 1
p!q!

{f̂ , ĝ}(IJi)) .

The result now follows from equation (3.6).

Since the bracket used in this theorem is a (generalized) Lie bracket of vector-valued
vector fields we have the

Corollary 3.1: The vector spaces of locally defined Hamiltonian vector fields LSHV
determined by elements of ST are Lie algebras under the bracket defined in (3.19).

The formula
{f̂ , ĝ}iIJ = 2p!q!β(i(XI

g , X
J)
g ) , (3.20)

which follows easily from (3.6) and (3.15), will be useful in the following.
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Theorem 3.2: The bracket defined in (3.15) for elements of ST satisfies the Jacobi

identity. That is, for f̂ ∈ ST p, ĝ ∈ ST q and ĥ ∈ ST r

{f̂ , {ĝ, ĥ}}+ {ĥ, {f̂ , ĝ}}+ {ĝ, {ĥ, f̂}} = 0 .

Proof: Let XI
f , XJ

g and XK
h denote the Hamiltonian vector fields determined by f̂ ,

ĝ and ĥ, where I, J,K denote the multi-indices I = i2i3 . . . ip, J = ip+1ip+2 . . . ip+q−1

and K = ip+qip+q+1 . . . ip+q+r−2. Then by using the standard identity for evaluating

dω(X,Y, Z) for ω a 2-form we obtain

0 = 3dβ(i1(XI
f̂
, XJ

ĝ , X
K)

ĥ
)

= X
(I

f̂
βi1(XJ

ĝ , X
K)

ĥ
) +X

(J
ĝ βi1(XK

ĥ
, X

I)

f̂
) +X

(K

ĥ
βi1(XI

f̂
, X

J)
ĝ )

− β(i1([XI
f̂
, XJ

ĝ ], XK)

ĥ
)− β(i1([XK

ĥ
, XI

f̂
], XJ)

ĝ )− β(i1([XJ
ĝ , X

K
ĥ

], XI)

f̂
) .

Using the formula (3.20) and Theorem 3.1 in this equation we obtain

0 = X
(I

f̂
(

1
2q!r!

{ĝ, ĥ}JKi1)) +X
(J

ĥ
(

1
2p!q!

{f̂ , ĝ}IJi1))

+X
(K
ĝ (

1
2p!r!

{ĥ, f̂}KIi1))− β(i1(
(p+ q − 1)!

p!q!
XIJ
{f̂ ,ĝ}, X

K)
h )

− β(i1(
(p+ r − 1)!

p!r!
XKI
{ĥ,f̂}, X

J)
g )− β(i1(

(q + r − 1)!
q!r!

XJK
{ĝ,ĥ}, X

I)
f ) .

Next we use the definition (3.15) in the first three terms and formula (3.18) and Theorem

3.1 in the last three terms to obtain

0 =
1

2p!q!r!
{f̂ , {ĝ, ĥ}}L +

1
2p!q!r!

{ĥ, {f̂ , ĝ}}L +
1

2p!q!r!
{ĝ, {ĥ, f̂}}L

− (p+ q − 1)!
p!q!

(
1

2(p+ q − 1)!r!
{{f̂ , ĝ}, ĥ}L)

− (p+ r − 1)!
p!r!

(
1

2(p+ r − 1)!q!
{{ĥ, f̂}, ĝ}L)

− (q + r − 1)!
q!r!

(
1

2(q + r − 1)!p!
{{ĝ, ĥ}, f̂}L) ,

where the multi-index L denotes (i1IJK). Cancelling the common factor 1
p!q!r! we obtain
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0 =
1
2
{f̂ , {ĝ, ĥ}}L +

1
2
{ĥ, {f̂ , ĝ}}L

+
1
2
{ĝ, {ĥ, f̂}}L − 1

2
{{f̂ , ĝ}, ĥ}L

− 1
2
{{ĥ, f̂}, ĝ}L − 1

2
{{ĝ, ĥ}, f̂}L

= {f̂ , {ĝ, ĥ}}L + {ĥ, {f̂ , ĝ}}L + {ĝ, {ĥ, f̂}}L .

The symmetrized tensor product ⊗s makes ST into a commutative algebra. If we

now consider again elements f̂ ∈ ST p, ĝ ∈ ST q and ĥ ∈ ST r, then by using definition

(3.15) and techniques as in the proofs above one may show that

{f̂ , ĝ ⊗s ĥ} = {f̂ , ĝ} ⊗s ĥ+ ĝ ⊗s {f̂ , ĥ} . (3.21)

Thus the bracket defined in (3.15) acts as a derivation on the commutative algebra, and

as a result we have

Theorem 3.3: The space ST of symmetric tensorial 0-forms on LM is a Poisson algebra

with respect to the Poisson bracket defined in (3.15).

4. The Poisson Super Algebra AT on LM

The analysis presented in Section 3 can be modified to define a symplectic geometry for

anti-symmetric contravariant tensor fields. We will find that the natural generalization of

the Poisson bracket to the space AT =
∑∞

p=1AT
p of anti-symmetric ⊗p

aRn-valued tensorial

functions on LM will make AT into a Poisson super algebra, while the corresponding sets

of locally defined vector-valued Hamiltonian vector fields will form super algebras. Because

of a uniqueness problem of the type encountered in Section 3 the Hamiltonian vector fields

will be defined locally on π−1(U) where (xi, U) is a chart domain on M .

To f̂ ∈ AT p one assigns an anti-symmetric ⊗p
aRn-valued Hamiltonian vector field

X̂f̂ = X
i1i2...ip−1

f̂
ri1 ⊗a . . .⊗a rip−1 := XI

f̂
⊗ r[I] ,

where the multi-index I is defined by I = i1i2 . . . ip1, and where r[I] := r1⊗ar2⊗a . . .⊗arp1.

Here square brackets on indices denotes anti-symmetrization. We will refer to X̂f̂ with
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values in ⊗p−1
a Rn as a rank p Hamiltonian vector field. TheNA(p) =

(
n

p− 1

)
component

vector fields X [i1i2...ip−1]

f̂
are determined by the generalized symplectic structure equation

df̂ i1...ip = −p!X [i1...ip−1
f βip] . (4.1)

The map f̂ −→ X̂f is also not unique because of the anti-symmetrization in (4.1).
The non-uniqueness is also contained completely in a vertical component T i1i2...ip−1k

j
∂

∂πk
j

that is arbitrary except for the condition

T
[i1i2...ip−1k]
j = 0 . (4.2)

As in Section 3 we can therefore determine X̂f̂ uniquely, given f̂ , by equation (4.1) and
the locally defined auxillary condition

dπk
j (Xi1i2...ip−1

f̂
) = dπ

[k
j (Xi1i2...ip−1]

f̂
) . (4.3)

The explicit local formula for Xf̂ determined by f̂ ∈ AT p from (4.1) and (4.3) is

X
i1...ip−1
ĝ =

1
(p− 1)!

(gj1...jp1k ◦ π)πi1
j1
· · ·πip−1

jp−1

∂

∂xk

− 1
p!

∂

∂xl
(gj1...jp ◦ π)πi1

j1
· · ·πip−1

jp−1
πk

jp

∂

∂πk
l

.

(4.4)

Now let LAHV =
∑∞

p=1 LAHV
p, where LAHV p denotes the vector space of lo-

cally defined ⊗p−1
a Rn-valued vector fields determined uniquely by elements of AT p from

equations (4.1) and (4.3). Using these Hamiltonian vector fields we define a map {, } :
AT p ×AT q −→ AT p+q−1 by

{f̂ , ĝ}i1...ip+q−1 = p!X [i1...ip−1

f̂
(ĝip...ip+q−1]) . (4.5)

Working out the right hand side of this equation using (4.4) we obtain

{f̂ , ĝ}i1...ip+q−1 =

 pfk[j2...jp∂kg
la2...aq ]

−qgk[a2...aq∂kf
lj2...jp]

π
[i1
l πi2

j2
· · ·πip

jp
πip+1

a2
. . . πip+q−1]

aq
. (4.6)

The right hand side of this equation is the ⊗p+q−1
a Rn-valued function on LM correspond-

ing to the differential concomitant, due to Schouten and Nijenhuis [14,15], of the anti-
symmetric tensor fields ~f and ~g on M . It is easy to show that ∂k on the right hand side of
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(4.6) can be replaced by ∇k for an arbitrary symmetric linear connection, and hence the

right hand side of (4.6) is independent of coordinates. Thus for f̂ ∈ AT p and ĝ ∈ AT q the

bracket {f̂ , ĝ} is an element of AT p+q−1.

We also define a bracket [X̂
f̂
, X̂ĝ] for Hamiltonian vector fields X̂f̂ by

[X̂f̂ , X̂ĝ] := [XI
f̂
, XJ

ĝ ]⊗ r[IJ] . (4.7)

As we will see the brackets in (4.5) and (4.7) are not Lie brackets, but rather are brackets

appropriate for super-algebras.

The following theorems establish basic facts about the spaces AT and LAHV . The

proofs are omitted since most are simply modifications of the corresponding proofs given

in Section 3.

Theorem 4.1 For all f̂ ∈ AT p , ĝ ∈ AT q, and ĥ ∈ AT r, the bracket defined in (4.5) has

the following properties:

(a) {f̂ , ĝ} = −(−1)(p−1)(q−1){ĝ, f̂}

(b) 0 = (−1)(p−1)(r−1){f̂ , {ĝ, ĥ}}+ (−1)(p−1)(q−1){ĝ, {ĥ, f̂}}+ (−1)(q−1)(r−1){ĥ, {f̂ , ĝ}}

(c) {f̂ , ĝ ∧ ĥ} = {f̂ , ĝ} ∧ ĥ+ (−1)(p−1)q f̂ ∧ {ĝ, ĥ} .
(4.8)

An algebra with properties (a) and (b) above has been given the name super-algebra

by physicists [17,18]. When the derivation property (c) is included the resulting algebra

has been given the name Schouten algebra [11]. In keeping with the general philosophy

of generalizing standard symplectic geometry we will refer to the algebra AT as a Poisson

super algebra.

Theorem 4.2 Let X̂f̂ , X̂ĝ and X̂ĥ be elements of LHV of rank p, q and r, respectively.

Then under the bracket defined in (4.5) above

(a) [X̂f̂ , X̂ĝ] =
(p+ q − 1)!

p!q!
X̂{f̂ ,ĝ} ,

(b) [X̂f̂ , X̂ĝ] = −(−1)(p−1)(q−1)[X̂ĝ, X̂f̂ ] ,

(c) 0 = (−1)(p−1)(r−1)[X̂f̂ , [X̂ĝ, X̂ĥ]] + (−1)(p−1)(q−1)[X̂ĝ, [X̂ĥ, X̂f̂ ]]

+ (−1)(q−1)(r−1)[X̂ĥ, [X̂f̂ , X̂ĝ]] .

Thus each local algebra (LHV, [ , ]), with bracket for ⊗p−1
a Rn-valued vector fields defined

as in (4.5) above, is a local super algebra.
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5. Geometrical Applications

In this section we consider two applications of the algebras introduced in Sections
3 and 4. As a first example we show how to define the natural lift of a symmetric or
anti-symmetric contravariant tensor field on M to LM . As discussed in Section 2 the
Hamiltonian vector field Xf̂ determined by f̂ ∈ ST1 is the natural lift to LM , as defined
for example in [16], of the corresponding vector field ~f on M . What has been shown in
Section 2 is that the definition of natural lift of a vector field to LM , in terms of the three
properties given in equation (2.20), can be replaced by the

DEFINITION: The natural lift of a vector field ~f on M to LM is the Hamiltonian vector
field Xf̂ determined by the equation

df̂ = −Xf̂ β

where f̂ is the element of ST1 determined by ~f .

With this fact in hand it is natural to use the symplectic structure to extend the
definition of natural lift to arbitrary symmetric contravariant tensor fields. We illustrate
the extension for a rank 2 tensor field. Thus let ĝ ∈ ST2 corresponding to the rank 2
tensor field ~g on M . Then the Hamiltonian vector fields Xi

ĝ determined locally by ĝ are
(from equation (3.8))

Xi
ĝ = (gab ◦ π)πi

a

∂

∂xb
− 1

2
{ ∂

∂xj
(gab ◦ π)πi

aπ
k
b

∂

∂πk
j

} . (5.1)

It is a simple matter to check that the vector fields Xi
ĝ have, instead of property (1) listed

in equation (2.20), the transformation property

dRa(Xi
ĝ) = (a−1)i

jX
j
ĝ ∀ a ∈ GL(n) .

Recalling definition (2.2) we define a map

u −→ duπ ⊗ u : Tu(LM)⊗Rn −→ Tπ(u)M ⊗ Tπ(u)M

by

(duπ ⊗ u)(X ⊗ η)
def
= duπ(X)⊗ u(η) for X ∈ TuLM , η ∈ Rn . (5.2)
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It is then easy to check that if X̂ĝ = Xi
ĝ ⊗ ri, with the Xi

ĝ as given above, then

duπ ⊗ u(X̂ĝ) = ~g(π(u)) . (5.3)

Two remarks are in order. First it is clear that the domain TuLM ⊗Rn in the above
may be replaced by TuLM ⊗ (⊗pRn) by using (2.2) on each factor of ⊗pRn. Second,
we note that although the vector-valued vector fields X̂ĝ are not uniquely determined for
p > 1, the non-unique components are, by (3.9), vertical and hence do not contribute to
the right hand side of (5.2). It is therefore natural to make the following

DEFINITION: The natural lift of a symmetric contravariant rank p tensor field ~f on M
to LM is the symmetric ⊗p1

s Rn-valued vector field

X̂f̂ = X
i1...ip−1

f̂
ri1 ⊗s · · · ⊗s rip−1

where the component vector fields Xi1...ip−1

f̂
are determined locally by equations (3.6) and

(3.11).

It is clear that this definition may be modified to give a definition of the natural
lift of an anti-symmetric contravariant tensor field ~f on M to LM as the corresponding
⊗p−1

a Rn-valued vector field X̂f̂ .
As a second geometrical application we consider the definition of Killing tensors.

Suppose that ~g is a contravariant metric tensor field on a manifold M, and denote by ĝ

the corresponding element of ST2. Then we may define pth order Killing tensors as
elements K̂ ∈ STp that commute with ĝ under the Poisson bracket. The analogy
from mechanics is that if we consider ĝ as a generalized Hamiltonian (see Section 7), then
the equation {K̂, ĝ} = 0 is the constants of the motion equation.

For p = 1 we have the well known definition of Killing vector fields since, as argued
in Section 2, for K̂ ∈ ST 1 and ĝ ∈ ST 2 the Poisson bracket {K̂, ĝ} corresponds to the Lie
derivative of ~g with respect to ~K.

For p = 2 the vanishing of the bracket {K̂, ĝ} can easily be shown to reduce, using
(3.17), to the equation

∇(i(Kjk)) = 0 , (5.4)

where covariant differentiation is with respect to the Levi-Civita connection defined by ~g.
This definition (5.4) of rank 2 Killing tensors has been used, for example, by Sommers [19].
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6. Local Spaces of Allowable Observables on LM

As remarked in Section 2, not all ⊗p
sR

n-valued functions on LM are compatible with

the equation

dĝi1...ip = −p!X(i1...ip−1
ĝ βip) .

In order to find the general form of allowable observables on LM we proceed as follows.

Generalizing a definition from standard symplectic geometry we have

DEFINITION: A ⊗p−1
s Rn-valued vector field XI ⊗ rI on LM is locally Hamiltonian

if

d
(
X(i1...ip−1 βip)

)
= 0 . (6.1)

The corresponding condition d(X ω) = 0 on T ∗M implies that locally on U ⊂ T ∗M

there is a function f : U → R such that X = Xf , but places no further restrictions on

f . On the other hand equation (6.1) asserts that (A) there exists on Û ⊂ LM a function

ĝ : Û → ⊗p
sR

n such that X = Xĝ, and (B) that ĝ must be a polynomial of degree p

in the momentum coordinates πi
j with coefficients in the set of real-valued functions on

π(Û) ⊂M .

To see this consider (6.1) for the case p=2. With the vector fields Xi expressed in

local coordinates as

Xi = Xij ∂

∂xj
+Xij

k

∂

∂πj
k

(6.2)

equation (6.1) splits up into the three sets of equations

∂X
(ij)
b

∂xa
− ∂X

(ij)
a

∂xb
= 0 , (6.3)

δ
(i
k

∂Xj)b

∂πr
s

− δ(ir

∂Xj)s

∂πk
b

= 0 , (6.4)

and
∂X

(ij)
a

∂πr
s

+ δ(ir

∂Xj)s

∂xa
= 0 . (6.5)

Working first with the set of equations (6.4) one shows by a series of contractions and

resubstitutions that
∂Xib

∂πr
s

=
1
n

∂Xjb

∂πj
s

δi
r . (6.6)
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Computing a second derivative of this last equation with respect to πa
b and resubstituting

(6.6) on the right hand side after permuting the order of differentiation, one can show by
contraction of the resulting equation that

∂2Xij

∂πa
bπ

r
s

= 0 . (6.7)

Hence the components Xij are linear in the momentum coordinates πi
j . We conclude that

Xij = Ajk(x)πi
k +Bij(x) , Aij = Aji . (6.8)

The symmetry of the coefficients Aij follows from (6.4).
Now using (6.8) in the right hand side of (6.5) one can show that

X(ij)
a =

∂

∂xa

(
−1
2

(Akl(x)π(i
k π

j)
l + 2π(i

k B
j)
k (x))

)
+ Cij

a (x) . (6.9)

Finally, using (6.3) and (6.9) one concludes that

Cij
a (x) =

∂Cij

∂xa
, Cij = Cji . (6.10)

Hence the vector fields Xi must be of the form

Xi =
(
Ajk(x)πi

k +Bij(x)
) ∂

∂xj

+
(

∂

∂xa

(
−1
2

(Akl(x)π(i
k π

j)
l + 2π(i

k B
j)k(x) + 2Cij)(x)

))
∂

∂πj
a

.
(6.11)

If we now write dĝij = −2X(i βj) with ĝij = ĝji, then we find

ĝij = Akl(x)πi
kπ

j
l + π

(i
k B

j)k(x) + Cij(x) . (6.12)

The following theorem is the general result that one can prove using methods patterned
after those in the above discussion.

23



Theorem 6.1: If X̂ = XI ⊗ rI is a ⊗p−1
s Rn-valued vector field on LM satisfying

d
(
X(i1i2...ip−1 βip)

)
= 0 , (6.13)

then locally there exist ⊗p
sR

n-valued functions ĝ such that X̂ = X̂ĝ and

ĝi1i2...ip =
1
p
π

(i1
l1
· · ·πip)

lp
Al1...lp(x) +

1
p− 1

π
Jp−2
Lp−2

π
(ip

lp
B

i1...ip−1)lpLp−2
1,Jp−2

(x)

+
1

p− 2
π

Jp−3
Lp−3

π
(ip

lp
B

i1...ip−1)lpLp−3
2,Jp−3

(x) + . . .

+ . . .+ π
(ip

lp
B

i1...ip−1)lp
p−1 (x) +B(i1...ip)

p (x)

(6.14)

where Lp−k = l1 . . . lp−k, Jp−k = j1 . . . jp−k and where πJp−k

Lp−k
= πj1

l1
πj2

l2
· · ·πjp−k

lp−k
.

The analogous result that one can prove for anti-symmetric ⊗p−1
a Rn-valued locally

Hamiltonian vector fields is:

Theorem 6.2: If X̂ = XI ⊗ rI is a ⊗p−1
a Rn-valued vector field on LM satisfying

d
(
X [i1i2...ip−1 βip]

)
= 0 , (6.15)

then locally there exist ⊗p
aRn-valued functions ĝ such that X̂ = X̂ĝ and

ĝi1i2...ip =
1
p
π

[i1
l1
· · ·πip]

lp
Al1...lp(x) +

1
p− 1

π
Jp−2
Lp−2

π
[ip

lp
B

i1...ip−1]lpLp−2
1,Jp−2

(x)

+
1

p− 2
π

Jp−3
Lp−3

π
[ip

lp
B

i1...ip−1]lpLp−3
2,Jp−3

(x) + . . .

+ . . .+ π
[ip

lp
B

i1...ip−1]lp
p−1 (x) +B[i1...ip]

p (x)

(6.16)

where Lp−k = l1 . . . lp−k, Jp−k = j1 . . . jp−k and where πJp−k

Lp−k
= πj1

l1
πj2

l2
· · ·πjp−k

lp−k
.

7. The Metric Tensor as a Generalized Hamiltonian Tensor for Free Inertial

Observers

A metric tensor field ~g on a spacetime M defines a real-valued function g̃ in canonical
coordinates (xi, πj) on T ∗M by g̃(x, π) = gij(x)πiπj . The free-particle Hamiltonian on
T ∗M for this spacetime is then H = 1

2 g̃, and the solutions of the associated Hamilton
equations on T ∗M are the linear geodesics of the unique Levi-Civita connection Γg defined
by ~g. One may then build up parallel transport of linear frames in terms of Γg, but
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geometrical ideas of this type are only indirect consequences of the Hamiltonian dynamics
of g̃ on T ∗M . We now show that the generalized Hamiltonian dynamics of ĝ on LM gives
the full Levi-Civita connection geometry directly and explicitly.

Let ~g = gij∂i ⊗ ∂j be the local coordinate form of the metric tensor on spacetime,
and let ĝ = (gij ◦ π)πa

i π
b
jra ⊗ rb denote the corresponding tensorial function in ST 2 on

LM . Then from equation (3.8) the associated Hamiltonian vector fields Xi
ĝ determined by

equation (3.5) have the local expressions

Xi
ĝ = (gab ◦ π)πi

a

∂

∂xb
− 1

2
{∂(gab ◦ π)

∂xj
πi

aπ
k
b + T ik

j } ∂

∂πk
j

. (7.1)

It is not difficult to show that if for the arbitrary functions T ik
j we take smooth

functions that transform under right translations on LM according to the law

T ik
j (u · h) = (h−1)i

mT
mk
j (u) , ∀h ∈ GL(n) , (7.2)

then the distribution ∆ on LM spanned by the vector fields

Bi
def
= ĝijX

j
ĝ (7.3)

defines a linear connection on LM . Here ĝij = (gab ◦ π)(πa
i )−1(πb

j)
−1 where the functions

gij are the components of the matrix inverse of (gij). Roughly, from equations (7.1),(7.3)
and the non-singularity of ~g, one checks that the vector fields Bi never vanish on LM and
form a complement to the vertical subspace of TuLM at each u ∈ LM . The condition given
in equation (7.2) is then sufficient to guarantee that the smooth distribution ∆ spanned
by the vector fields Bi is invariant by right translation. These properties taken together
show that ∆ satisfies the distributional definition [16] of a linear connection on LM .

From the method used to derive equation (3.5) (“Find a linear connection that leaves
~g covariant constant and ...”) it is clear that the set of all connections defined in this way
contains the set of “metric linear connections” defined by ~g. Contained in this set is the
Levi-Civita connection, i.e. the unique torsion–free metric linear connection defined by ~g.
This unique connection can be defined in terms of the generalized symplectic structure as
follows. Require the generalized Hamiltonian vector fields to satisfy, in addition to

(a) dĝij = −2X(i
ĝ βj) , (7.4)

the invariantly defined constraint equations

(b) βi Xj
ĝ Xk

ĝ = 0 ∀ i, j, k = 1, . . . , 4 . (7.5)
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These last equations are in fact just the “torsion free” condition in a different form. Equa-
tions (7.4) and (7.5) uniquely determine the arbitrary functions T ij

k so that the resulting
Hamiltonian vector fields are

Xi
ĝ = (gab ◦ π)πi

a

∂

∂xb
+ (Γb

jc ◦ π)gacπi
aπ

k
b

∂

∂πk
j

. (7.6)

The functions Γb
jc are the Christoffel symbols of the Levi-Civita connection defined by ~g.

In the following it will be convenient to drop the composition “ ◦ π” whenever there is no
possibility of confusion.

It is straight forward to check that the distribution spanned by the vector fields

Bk = ĝkiX
i
g

= (πj
k)−1(

∂

∂xj
+ Γa

ijπ
b
a

∂

∂πb
i

)
(7.7)

is the horizontal distribution of the Levi-Civita connection. The vector fields Bi are easily
seen to be the “standard horizontal vector fields” [16] determined by the connection.

For simplicity we work with the Hamiltonian vector fields Xi
ĝ defined in equation

(7.6). The first question we ask is: What dynamics is determined by the four

Hamiltonian vector fields Xi
ĝ? When there is only a single Hamiltonian vector field

Xf̂ , as in the case for f̂ ∈ T 1 as well as in standard symplectic geometry on T ∗M , then the
dynamics is given by the integral curves of Xf̂ . One can ask if the distribution spanned
by the Xi

ĝ is integrable, but it is well-known that only flat connections have integrable
distributions. On the other hand the vector fields Bk, and hence also the vector fields
Xi

ĝ, are tangent to the subbundle of orthonormal linear frames Oĝ(M) determined by ĝ.
Thus we may define an “integral” of the set of Hamiltonian vector fields Xi

ĝ to be Oĝ(M).
The subbundle Oĝ(M) is thus the analogue of the “constant energy surfaces” in standard
symplectic geometry.

Since a section of Oĝ(M) represents a local orthonormal linear frame field on M we
conclude that the dynamics defined by the four Hamiltonian vector fields is the dynamics
of orthonormal frames, and hence the dynamics of local observers on spacetime. More
explicitly, consider the integral curves of the Hamiltonian vector field X1

ĝ with “time-like”
initial conditions, i.e. u = (p, ei) ∈ LM with e1 a time-like vector in TpM . The differential
equations for the integral curve of X1

ĝ through u are, from equation (7.6),

(a)
dxi

dt
= gijπ1

j ,

(b)
dπk

j

dt
= Γb

jcg
acπ1

aπ
k
b .

(7.8)
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These two equations decouple into two sets of equations. For k=1 we obtain

(a′)
dxi

dt
= gijπ1

j ,

(b′)
dπ1

j

dt
= Γb

jcg
acπ1

aπ
1
b ,

(7.9)

and for k = α = 2, 3, 4

(b′′)
dπα

j

dt
= Γb

jcg
acπ1

aπ
α
b . (7.10)

The pair of equations (7.9-a’) and (7.9-b’) combine into the second order geodesic

equation
d2xi

dt2
+ Γi

jk

dxj

dt

dxk

dt
= 0 , (7.11)

while the equation (7.10-b”) can be rewritten as

Dπα
j

Dt
=
dπα

j

dt
− Γk

ij

dxi

dt
πα

k = 0 , α = 2, 3, 4 .

These last equations are just the equations for parallel transport of the 2,3, and 4 legs of a
coframe along the geodesic determined by equation (7.11). The result is thatX1

ĝ generates

parallel transport of linear frames and coframes along time like geodesics of Γg.
If we repeat this discussion for, say X2

ĝ , then again we obtain parallel transport of linear
frames along geodesics, but these geodesics will generally be spacelike.

The four Hamiltonian vector fields Xi
ĝ associated with the spacetime metric tensor

can therefore be used to construct the local Lorentzian coordinate systems carried by a
freely-falling observer. Let p0 ∈ M and let (ei) be an orthonormal frame at p0. By
integrating X1

ĝ with initial condition (p0, ei) ∈ LM we obtain the time-like geodesic γ(s)
through p0 determined by e1, and a parallelly propogated orthonormal spatial triad (eα(s)),
α = 2, 3, 4 , determined by e2, e3 and e4. At each point along γ(s) we can then fill in the
spatial coordinate axes locally by integrating the vector fields Xα

ĝ with initial conditions
(γ(s), ei(s)). Each of these integrations will produce a spatial geodesic through γ(s) and the
parallel propogation of a triad of vectors along that geodesic. A local coordinate system
determined in this way is referred to as the local Lorentzian coordinate system

carried by a freely-falling observer [20,21]. Because it takes all four Hamiltonian
vector fields Xi

ĝ to determine a coordinate system in this way, it seems appropriate to refer
to ĝ as the generalized Hamiltonian tensor for free inertial observers.

The existence of such local coordinate systems on spacetime is one aspect of Einstein’s
original correspondence principle. What we have shown above is that the dynamics of
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such local inertial observers does not have to be postulated, but rather is derivable from
generalized Hamilton equations on LM .

8. The Dirac Equation

We recast the fundamentals of the Kostant-Souriau theory of geometric quantization
[6,7], taking now for the symplectic manifold the bundle of linear frames LM of spacetime
M with the generalized symplectic form β = dθ. We restrict attention to the essentials
of the initial pre-quantization procedure without concern here for the details of a more
complete development of a full theory on LM .

In the naive prequantization program one assigns to each observable f : T ∗M → R a
Hermitian operator

f −→ Pf = −ih̄Xf . (8.1)

The operator Pf operates as a linear operator on the set of square integrable functions ψ :
T ∗M → C, square integrability being defined with respect to the natural Liouville volume
element on T ∗M . Although the assignment (8.1) is not the completely correct assignment
in the full geometric quantization theory (see [6,7]) it will suffice for our purposes here.

We consider a spacetime (M,~g) which admits a spin structure [22], and ask for the pre-
quantization operator assignments that one can make for the metric tensor Hamiltonian
observable ĝ on LM . The natural analogue of (8.1) is

ĝ −→ Pĝ = −ih̄X̂ĝ = −ih̄Xi
ĝ r̂i , (8.2)

with the Xi
ĝ given in (7.6). We consider three representations of this operator Pĝ. The

first and simpliest representation is as the scalar operator

Pĝ −→ P2
ĝ ≡ −h̄2ĝijX

i
ĝ ◦X

j
ĝ (8.3)

acting on functions that are invariant on fibers of LM . In this case the operator P2
ĝ is

proportional to the d’Alembertian operator

P2
ĝ (Ψ) = (−h̄2)∇2(Ψ) . (8.4)

The eigenvalue equation for this operator is then the Klein Gordon equation

(−h̄2)∇2Ψ = µΨ . (8.5)
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A second representation of the operator Pĝ, which might be called the vector rep-

resentation, can be defined as follows. Let ~t denote a timelike vector field on spacetime
M , and let t̂ be the corresponding element in T 1 on LM . We consider the operator

Pĝ −→ −ĝij t̂
iPj

ĝ = ih̄ĝij t̂
iXj

ĝ = ih̄t̂iBi , (8.6)

where the last equality follows from (7.7). It is easy to show that this operator is ih̄ times
the horizontal lift of ~t to LM relative to the Levi-Civita connection defined by the metric
tensor ~g. Since ~t is time-like we can think of the operator defined in (8.6) as a relativitic
analogue of the Schrödinger energy operator ih̄ d

dt .
Finally we consider the spinor representation of the operator Pĝ, which we define

by
Pĝ −→ −γiPi

ĝ = ih̄γiX
i
ĝ = ih̄γiBi , (8.7)

where the four γi is a set of appropriate Dirac matrices. In writing (8.7) we are assuming
that the vector fields Xi

ĝ have been lifted to the spin bundle SP(M) over the orthonormal
frame subbundle Oĝ(M) of LM ; that is, the Bi in (8.7) are the standard horizontal vector
fields defined by the Levi-Civita connection on SP(M). It follows that (8.7) is the Dirac
operator on SP(M) [22].

Let Ψ : SP (M) →C4 be a Dirac 4-spinor transforming under SL(2,C) transformations
on the spin bundle as

Ψ(u · a) = ρ(a−1) ·Ψ(u) , ∀ u ∈ SP (M) , ∀ a ∈ SL(2,C) , (8.8)

where ρ denotes the 4-spinor representation of SL(2, C). It is straight forward to show
that

γiPi
ĝ(Ψ)(u · a) = ρ(a−1) · γiPi

ĝ(Ψ)(u) . (8.9)

Thus the eigenvalue equation
−γiPi

ĝ(Ψ) = µΨ (8.10)

for the prequantization operator γiPi
ĝ is equivariant on SP(M) and is in fact just the Dirac

equation
ih̄γiBi(Ψ) = µΨ . (8.11)

9. Conclusions

In this paper we have developed the fundamentals of the generalized symplectic ge-
ometry on the bundle of linear frames LM of an n-dimensional manifold M that follows
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upon taking the Rn-valued soldering 1-form θ on LM as a generalized symplectic potential.

This study was motivated by the following two points:

I. An essential feature of quantum mechanics is the unavoidable interaction of observer

and object, and in relativistic physics observers are modeled as points in the bundle

of linear frames LM of spacetime M .

II. The Kostant-Souriau theory of geometric quantization takes symplectic geometry on

phase space as a starting point for the theory.

It is reasonable to suppose that the fundamental quantum mechanical phenomenon

of observer-object interaction ought to be able to be studied well on the manifold of

observers, namely the frame bundle LM of spacetime M . To then carry through a

generalization of the Kostant-Souriau theory one would need a symplectic geometry on

LM , and we have developed the fundamentals of the geometry with this long range goal

in mind. Indeed, as a preliminary application of the generalized symplectic geometry to

quantum theory we showed in Section 8 that the Dirac equation arises in a natural way

as an eigenvalue equation for a naive prequantization operator assigned to the spacetime

metric tensor Hamiltonian.

The heart of standard symplectic geometry is the assignment f −→ Xf of a Hamilto-

nian vector field Xf to each real-valued observable f . This is done via the equation

df = −Xf ω , (9.1)

where ω is the symplectic 2-form. Once the assignments are made for each observable one

may then proceed to compute Poisson brackets, integrate the equations of motion (find

integral curves!), and in general do symplectic geometry. Everything flows from the basic

equation (9.1) which may be considered as a structure equation of symplectic geometry.

The development of generalized symplectic geometry on LM presented in this paper has

been centered around generalizations of (9.1) to LM when ω is replaced by β = dθ = dθiri

with θ = θiri the Rn-valued soldering 1-form. The fact that dθ is Rn-valued necessitated

generalizing from R-valued observables to vector-valued observables on LM , and we found

in Sections 2,3 and 4 that the algebras of symmetric and anti-symmetric contravariant

tensor fields on the base manifold have natural interpretations in terms of symplectic

geometry on LM .
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For a rank p symmetric contravariant tensor field ~f on M we used the uniquely related
⊗p

sR
n-valued function f̂ = f̂ i1...ipri1 ⊗s · · · ⊗s rip on LM to assign a set of Hamiltonian

vector fields Xi1...ip−1

f̂
via the generalized structure equation

df̂ i1...ipri1 = −p!X(i1...ip−1

f̂
dθip) . (9.2)

For p > 1 the ⊗p−1
s Rn-valued Hamiltonian vector fields Xf̂ = XI

f̂
rI where I = i1 . . . ip−1,

were determined uniquely only locally on LM using the condition (3.11) that depends
explicitly on a choice of coordinates. However, the generalized bracket defined by

{f̂ , ĝ}i1...ip+q−1 = p!X(i1...ip−1

f̂

(
ĝip...ip+q−1)

)
(9.3)

for f̂ ∈ ST p, ĝ ∈ ST q, produces an element of ST p+q−1 which is independent of the
choice of coordinates. The result proved in Section 3 is that the algebra (ST,⊗s), where
ST =

∑∞
p=1 ST

p is the vector space of all ⊗p
sR

n-valued tensorial functions on LM , becomes
a Poisson algebra under the Poisson bracket defined in (9.3). In addition the set of all
locally defined ⊗p−1

s Rn-valued vector fields X̂f̂ forms a Lie algebra under the Lie bracket
defined by

[X̂f̂ , X̂ĝ] = [Xi1...ip−1

f̂
, X

ip...ip+q−1
ĝ ]⊗ ri1 ⊗s ri2 ⊗s · · · ⊗s rip+q−1 . (9.4)

In the case of anti-symmetric contravariant tensor fields on M we found that the
corresponding vector space AT =

∑∞
p=1AT

p of ⊗p
aRn-valued functions on LM becomes a

Poisson super algebra under the bracket defined by

{f̂ , ĝ}i1...ip+q−1 = p!X [i1...ip−1

f̂

(
ĝip...ip+q−1]

)
(9.5)

for f̂ ∈ AT p and ĝ ∈ AT q. The component vector fields Xi1...ip−1

f̂
of the ⊗p−1

a Rn-valued

vector field X̂f̂ = XI
f̂
rI , I = i1 . . . ip−1, are determined locally by the equation

df̂ i1...ipri1 = −p!X [i1...ip−1

f̂
dθip] , (9.6)

and the set of all such vector fields forms a super algebra under the super bracket defined
by

[X̂f̂ , X̂ĝ] = [Xi1...ip−1

f̂
, X

ip...ip+q−1
ĝ ]⊗ ri1 ⊗a ri2 ⊗a · · · ⊗a rip+q−1 . (9.7)

In both of these special cases the brackets, defined in (9.3) and (9.5), are related to
differential invariants discovered by Schouten [14] and studied by Nijenhuis [15]. More
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specifically, expressing the right hand side of (9.3) in coordinates on the base manifold one
finds that the Poisson bracket {f̂ , ĝ} corresponds to the differential concomitant of the
corresponding symmetric contravariant tensor fields ~f and ~g on M due to Schouten and
Nijenhuis. Similarly, the rank r = p+q−1 anti-symmetric tensor field on M represented by
(9.5) is the Schouten-Nijenhuis differential concomitant of the corresponding tensor fields
~f and ~g on M . The generalized symplectic geometry on LM thus provides a natural and
unified treatment of the Schouten-Nijenhuis concomitants.

Bhaskara and Viswanath [11] have studied the symmetric and alternating prod-

ucts of contravariant tensor fields, introduced by Schouten, from an algebraic point of
view. Bloore and Assimakopoulos [23], in a study of the Schouten product for symmetric
contravariant tensor fields SX (M) on a manifold M , discovered a natural 1-cochain that
they then used to define the Schouten concomitant “...in exactly the same way as the Pois-
son bracket is defined using” the canonical 1-form on T ∗M . Bloore and Assimakopoulos
remarked that they were forced into studying derivations because SX (M) “...is not an al-
gebra of functions on a manifold and so we cannot set up homology chains involving vector
fields.” We point out that by working on LM we have replaced SX (M) with the algebra
(under ⊗s) of functions ST on LM , which we feel is the essential ingredient in setting up
the Poisson algebra (ST, { , }) on LM . The conclusion to be drawn is that the differential
geometry of symmetric (anti-symmetric) contravariant tensor fields on a manifold has a
natural formulation on LM as a Poisson algebra (Poisson super algebra). The naturally
defined brackets then give the Schouten differential concomitants when reinterpreted on
the base manifold.

It should be pointed out that the Schouten concomitant for symmetric contravariant
tensor fields has long been known [24] to be related to the standard Poisson bracket on
T ∗M . If ~f ∈ SX r(M), then ~f defines a homogeneous polynomial observable [24]

f̃ = f i1...ir (x)pi1 . . . pir
(9.8)

on T ∗M in standard canonical coordinates (xi, pj). Let f̃ and g̃ be polynomial observables
induced on T ∗M as in (9.8) by rank r and s symmetric contravariant tensor fields ~f and ~g,
respectively, on M . Then the Poisson bracket {f̃ , g̃} defined with respect to the canonical
symplectic 2-form on T ∗M gives the Schouten concomitant of ~f and ~g when re-expressed
on M . Note, however, that there is no possibility of obtaining the Schouten concomitant
for anti-symmetric tensor fields on T ∗M in this way since the right hand side of (9.8)
vanishes identically if f i1...ir (x) is anti-symmetric. On the other hand the anti-symmetric
case was handled quite satisfactorily in terms of the generalized symplectic geometry on
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LM . Generalized symplectic geometry on the frame bundle of a manifold thus unifies and
clarifies the many different approaches to the differential concomitants of Schouten.

The homogeneous polynomial observables mentioned above are special cases of the
polynomial observables that one may define [24,25] on T ∗M . We found in Section 6
that the locally defined allowable observables on LM for ⊗p

sR
n-valued functions are

polynomials in the generalized momentum coordinates πi
j with coefficients in the set of

functions on LM that are invariant on fibers. The locally defined allowable observ-

ables on LM for ⊗p
aRn-valued functions are exterior products of the πi

j with coefficients
also in the set of functions that are invariant on fibers in LM . Knowledge of these locally
defined allowable observables would be important, for example, in setting up canonical
commutation relations for a generalized canonical quantization scheme on LM . Although
we will not go into the details here, we point out that the natural canonically conjugate

variables on (LM, dθ) that generalize the qi and pj on T ∗M are the Rn-valued coordinate
functions

x̂i = xiri = xiδj
i rj , (no sum on i) , (9.9)

and the Rn-valued conjugate momentum coordinates

π̂i = πj
i rj . (9.10)

Observe that the momentum coordinate π̂i, by (9.10) and (2.21), corresponds to the locally
defined vector field ∂

∂xi on M . On the other hand the canonical coordinate x̂i, by (9.9) and
(2.21), does not correspond to a vector field on M , but rather corresponds to a locally
defined allowable observable in LHF 1.

The generalized Poisson brackets, calculated using Xx̂i = − ∂
∂πi

i

and Xπ̂i
= ∂

∂xi , are

{x̂i, x̂j} = 0 ,

{π̂i, π̂j} = 0 ,

{π̂j , x̂
i} = δi

jri , (no sum on i) .

(9.11)

These are the commutation relations that could serve as a starting point for a generalized
canonical quantization scheme on LM .

Finally, we mention the obvious fact that the discussions in this paper have just
scratched the surface on the complete theory of generalized symplectic geometry on the
frame bundle of a manifold. It is hoped that future developments of the subject will
validate the conjecture that a deeper understanding of the quantum theory can be obtained
by studying the natural Hamiltonian geometry of the manifold of observers.
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